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ABSTRACT 
This paper describes an algorithm for tuning weights in rule-based knowledge-basis with un-
certainty factors. It eliminates thus expensive and time consuming work of knowledge engi-
neer, and eliminates disadvantages of creation knowledge-bases based on neural network. The 
model of the rule with smooth aggregate functions and the method of learning are presented 
here. 

1. INTRODUCTION 
In the last few years the artificial intelligence is fast growing tool for control and diagnos-
tic. They acquit oneself well not only in computer technologies even in the industry field 
too. A lot of these systems use various knowledge-bases for modeling user behavior or 
technologic process. The creation such a knowledge-bases is usually most difficult part of 
developing given system. Plenty of authors use trained neural network (NN) as knowledge 
base, but is really hard verify such a knowledge-base behavior for non-trained situations. 
This problem solves rule-based knowledge-basis. Its transparent structure brings easy veri-
fication but hard creation and tuning possibilities too. In next few paragraphs is described 
algorithm which can learn rule-structure from data and thus solve troubles with tuning.  

2. EXISTING SOLUTIONS 
Some authors try to solve problem with verifying of trained NN, as knowledge-base, using 
decomposition of NN back to rules. Pioneer of such approach was author Li Ming Fu [1] 
with his work “Integration of neural heuristic into knowledge-based inference“. 

2.1. SEMANTIC CONVERSION INTO NN 
The algorithm [1] transforms conjunctive rules in to semantic neural network. It maps the 
antecedents of the rules to the inputs of the neural net, consequents to output of neural net 
and hidden rules in to hidden neurons. To keep the semantics one neuron between condi-
tional and consequent part into each rule representing AND function (please refer to Fig. 1) 
is add. This created structure is in fact a neural network separated into two types of layers: 
conjunctive – non-differentiable and non-conjunctive – differentiable. The weights in the 
conjunctive layer are set permanently to 1. The learning algorithm search for the vector of 



the weights representing uncertainty factors in the structure. This is done by the back prop-
agation algorithm for the non-conjunctive layers and heuristic algorithm hill-climbing for 
conjunctive layers. 

 
Figure 1: Final form of semantics conversion rules to NN 

This simple algorithm allows easy extraction of the rules, but the learning algorithm is not 
much sophisticated because of the heuristic layers. The number of extracted rules grows 
with power of neuron inputs. 

2.2. KBANN 
Another method how to extract rules from trained NN brings couple of authors G. Towell 
and J. Shavlik. 

This algorithm, Knowledge-Based Artificial Neural Network, [1], [2], [4] is an algorithm 
which uses rules for initialization of an NN. The rules are mapped to the NN in the same 
way as in the previous case (please refer to paragraph 2.1). This method doesn’t keep the 
semantics of the rules – it doesn’t add “conjunctives” neurons. The rules structure is con-
verted into NN and the weights are heuristically set to certain value to best approximate 
AND function. The method adds some new neurons which enables find new knowledge 
from data. Then the NN is fully interconnected and the weights of these new connections 
are set to small value. 

This common NN can be trained by the BP algorithm. The main disadvantage of this sys-
tem is loosing semantics of the rules, thereby is very hard to extract the “learned” rules 
back. 

 
Figure 2: Conversion of the rule structure to NN  

(dick lines in NN correspond to the rule structure) 



3. DIRECT RULE-STRUCTURE LEARNING METHOD 
The systems which use NN as a knowledge-base require complex and time-demanding ve-
rification. In this work, is described how to create knowledge-base from the input know-
ledge acquired from the expert in pure form to keep the knowledge-base structured and ve-
rifiable as much as possible.  

This work is based on knowledge-base and knowledge structure provided by an expert. 
The requirements of knowledge-base (KB) are: 

 modularity 

 transparency 

 adaptability 

 work with uncertainty 

On the other hand, the expert offers knowledge mainly in the form of rules and examples. 
Comparing the KB requirements and expert knowledge form, the rules are evidently most 
suitable instrument for knowledge-base creation. It single fills the KB requirements in 
three of four points. The problem is adaptability here. 

We can have a look to rule as a function which combines all its input arguments and the re-
sult affects through power of the link (please refer to Figure. 3).  

 
Figure 3: Model of rule 

The non-differentiable aggregation functions “AND” realised as minimum of its antece-
dents and “OR” realised as maximum of its antecedents are substitute by the s-norm for the 
“AND” function and t-norm for “OR” function. Based on such a model, is possible to cre-
ate rule structure which work with uncertainty and allow automatic tuning its weights ac-
cording to patterns acquired from the expert.  

3.1. LEARNING ALGORITHM 
The algorithm is based on modification of back propagation algorithm [3] to be suitable for 
rule structure. It adapts weights of each rule according to error on the output error. 

The actual quadratic error is 
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where M is number of the patterns, 

  w is vector of the weight of the rule, 

  λ is function representing positive or negative link to the rule,  



Θ represents s-norm or t-norm function, dj is relevant pattern, 

  yj is output of the structure, x is vector of the inputs,  

  j is number of nodes in the given layer of the structure. 

The transfer function of the rule is 
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where  α is potential of the rule, i.e. result of Θ function. 

The gradient of error function depends on the weight w 
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where n0 is output layer 

and for the output layer is 
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The weights of the output layer are adapted by equation 
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the weights in hidden layers by equation 
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where n ≤ n0. 

4. TESTING 
This algorithm was implemented into RESLA (Rule-based Expert System Learning Algo-
rithm) expert system for verifying its work on real tasks.  

The first task on which the algorithm was tested where, logic functions AND, OR and 
XOR. The structure of rules is as given: 
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, where A and B are inputs, other characters 

represent hidden nodes.  

The value in the brackets is initial uncertainty of the rule. The pattern for this structure was 
set to (A,B →YAND, YOR, YXOR): 

1 , 1 → 1, 1, 0  

0 , 1 → 0, 1, 1  



The require values of weights on all rules (by the initialization set to 0.5) is 1.0. The algo-
rithm tune weights in 31 steps with absolute average error less than 0.1 % for training pat-
terns. For the testing pattern (input values between 0 and 1, desired values calculated using 
this structure with weights set to 1.0) is error les than 0.1 % too. Adding next pattern to 
train set 

1 , 0 → 0, 1, 1 , the number of cycles descend to 23 with the same accuracy. 

The algorithm was tested on knowledge-base for identification part of heart malfunction 
(brady-arrhythmia) as a real task. The KB consist of 7 inputs (questions), e.g. length of PR 
interval, width of QRS, the shape of QRS, which lead is biggest R-wave, etc., 21 hidden 
nodes realizing conjunctive or disjunctive rule and 17 hypothesis, e.g. AV block 1st level, 
bifascikular blockade, IRBB, LBBB, left-front hemi-block etc.  

The patterns are set according to the expert knowledge. The algorithm tunes this KB in 39 
steps with absolute average error 1 % for training patterns. 

5. CONCLUSION 
The algorithm presented in this paper shows possibilities how to create rule knowledge-
bases for expert systems directly from the data. It eliminates thus expensive and time con-
suming work of knowledge engineer, and eliminates disadvantages of creation knowledge-
bases based on neural network. The rule structure must be composite only of smooth func-
tions therefore the AND and the OR functions of the rules are substituted by s-norm and 
t-norm. Presented learning method is faster than semantic conversion of neural network 
and KBANN because it doesn’t need extract the rules back from the network. The algo-
rithm was successfully tested on several tasks (logical and real) with the result better than 
1 % for all knowledge-basis.  
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